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Abstract— Gaze automation in social robots is pivotal for en-
hancing Human-Robot Interaction (HRI) by promoting engage-
ment, intuition, and effectiveness in communication. This paper
investigates whether different gaze patterns from a Furhat robot
can lead to more effective, natural and engaging interactions.
Our results indicate that gaze manipulations based on gaze
patterns from human-human interaction positively impact user
perceptions compared to the neutral and random conditions.
Participants rate the anthropomorphism and animacy of the
robot in the experimental condition. The findings contribute to
understanding the impact of robot gaze on user perceptions and
engagement, offering insights for the design and improvement
of interactive social robots.

I. INTRODUCTION

Gaze automation in a social robot is a crucial aspect of
Human-Robot Interaction (HRI) that aims to make the robot
more engaging, intuitive, and effective in its communication
with humans. The ability of a robot to control its gaze
—-where it looks, how it looks, and when it looks- is
essential for establishing a natural and meaningful interaction
with users [1], [2], [3]. The main purpose of this research
is to assess different patterns of gaze in robots in order
to contribute to a more effective, natural, and engaging
interaction. How does human-like behavior of a robot
influence people’s perception of it?

Maintaining appropriate eye contact helps the robot
establish a connection with users, fostering a sense of
engagement, trust, and rapport by directing attention
towards users or relevant objects, signaling engagement and
facilitating more focused interactions. Gaze behavior serves
as a powerful nonverbal communication tool, allowing
robots to convey intentions, emotions, and social cues
[4], [5], and using these gaze cues to signal turn-taking
in conversations, facilitating more natural and intuitive
interactions. Gaze automation enables robots to provide
visual feedback, such as nodding or looking towards
objects, to confirm understanding or indicate agreement and
enables better task performance by focusing attention on
critical elements, reducing distractions, and improving task
efficiency [6].

The main objectives and contributions of the paper are:
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1) Implementing different gaze patterns in a social robot
in an interactive setting

2) Experimental evaluation of robot gaze patterns in
human-robot interaction

3) Analysis of how different gaze patterns may be pre-
dictive of people’s engagement in an interaction with
a social robot

In this experimental study, we investigate gaze patterns as
a potential continuous metric to gauge people’s perceptions
of robots. Our specific research question are i) Is there any
correlation between robot gaze patterns participants’ percep-
tion of its friendliness, cooperativeness and sociability? ii)
Does the robot’s gaze pattern significantly influence users
assessments of the robot’s usability and overall interaction
experience? iii) If so, how do specific gaze patterns indicate
the emotional engagement of the user during the interaction?

II. CORRESPONDING WORK

Research has shown that a robot consistently maintaining
the user’s mutual attention is viewed as more genuine [7].
Similarly, leveraging the speaker’s visual attention through
gaze-tracking positively impacts understanding speech, aid-
ing in the prediction, clarification, and resolution of spoken
references [8], [9]. Mutlu et al., delved into the significance
of mutual attention within collaborative scenarios, where
both humans and robots engage in coordinated tasks within
a shared environment [10]. Additionally, they explored gaze
strategies employed to structure dialogs and define distinct
roles of speakers and listeners in human-robot interactions.

The computational frameworks developed for recognizing
and facilitating engagement, focus on “the method by which
multiple participants establish, sustain, and conclude their
perceived bond during shared activities” [11]. This research
highlights the influence of targeted and mutual gaze on the
relational dynamics between interacting parties but doesn’t
address the role of gaze in clarifying speech or using gaze
to prompt responses.

While certain investigations have focused on general mod-
elling approaches to integrate various modes and dialog rea-
soning for multi-modal interfaces, embodied conversational
agents, and human-robot interactions, they often overlook
key concepts such as joint attention, mutual attention, or en-
gagement [12]. The current paper builds upon insights from
existing literature but advances the field by incorporating
different gaze aspects into a unified and innovative modelling
framework. The model for our experimental condition is
based on detailed observations of gaze behaviors in human-
human interactions, made from the manual annotation and



Fig. 1. Event Attention Interface (EAI) showing the gaze model state transitions of the robot in the interaction space. Blue block indicates gaze on the
user and pink block in the surrounding environment. The blue horizontal line depicts the user’s gaze on the robot and the white horizontal line is the
beginning and the end of speech turn of the robot.

analysis on the Good Housekeeping Institute (GHI) corpus
[13].

Humans employ diverse communication modalities to con-
vey information, while selecting channels based on their ef-
ficiency and communicative potential [14]. To disambiguate,
individuals rely on their counterparts’ ability to integrate
information from these channels for clarity. Solely relying
on verbal expressions can introduce uncertainties, poten-
tially disrupting mutual understanding [15]. Consequently,
listeners often integrate a speaker’s verbal content with
accompanying gestures and eye movements to derive a
clearer interpretation before seeking clarification [16]. No-
tably, when using gaze during speech, the visual cue typically
precedes speech by approximately 800-1000 milliseconds,
while individuals tend to focus on the referenced object about
200 milliseconds after auditory input [17].

In collaborative efforts, individuals strive to direct their
partners’ attention either to specific objects in their environ-
ment or to themselves. In addition to verbal and pointing
cues, they commonly use gaze and a combination of these
communication methods to achieve this goal. Furthermore,
individuals track their partner’s gaze to establish a shared
frame of reference, leading to synchronized focus and mutual
attention on a particular object. This interaction signifies
active engagement in the joint activity and the ability to
discern indicated items. When both parties maintain this
focused interaction, they engage in mutual gaze [18]. Both
gaze mechanisms, aimed at fostering joint attention, play
a crucial role in preserving shared understanding. In our
robotic application, the system draws attention to the speaker
based on the demands of the conversational act such as
maintaining attention while the speaker is looking at the
robot or looking away during a long utterance to avoid
discomfort. Effective communication relies on skillful mech-
anisms that regulate the roles of speakers and listeners [19].
In this context, the orientation of gaze becomes a pivotal cue
in either facilitating or constraining these role transitions.
Generally, speakers divert their gaze from the audience,
signaling their desire to maintain control of the conversation,
whereas they redirect their focus toward another participant

to relinquish the floor [20]. If a statement does not conclude
with a gaze directed towards another individual, the transition
between speakers may be prolonged.

Despite achieving good results in replicating human-like
gaze behaviors in robots, a prevalent constraint is their pre-
dominantly reactive nature. Although certain systems devise
gaze behavior plans for forthcoming utterances at the onset
of speech (e.g., [21]), these plans lack incremental updates
and do not significantly influence the ongoing gaze behavior.
Another common limitation is the static nature of many
systems, utilizing fixed duration for gaze shifts. For instance,
in [22], the robot’s gaze remained fixed on the relevant
target for 1-5 seconds during interactions before transitioning
to the target with the lowest priority. In contrast, Human-
Human Interaction (HHI) entails extensive planning. Studies
indicate that gaze behavior is intricately coordinated with
the underlying speech plan [23]. The duration of planning
determines whether a swift glance suffices or necessitates
head movement for a more extended gaze.

In summary, prior research has explored gaze models
for robots, but it has often overlooked the consideration
of the human partner’s eye movements. The predominant
gaze behavior of existing robots is designed in response
to users’ speech, or gaze behavior is accomplished through
head movements. However, head movements are limited to
approximating coarse gaze direction and cannot effectively
convey nuanced eye movements. Given the identified gaps
in existing research, the present study addresses this gap
by directing attention toward the intricate interplay between
human and robot gaze dynamics. Our focus is to discern
how incorporating a more comprehensive understanding of
human eye movements into the design of robotic gaze
behaviors could enrich the overall human-robot interaction
experience. This research is aimed to contribute valuable
insights into refining robotic gaze models, moving beyond
traditional constraints, and fostering a more natural and
intuitive communication between humans and robots.



Fig. 2. Session in progress. Experiment setting showing cameras placed behind the users and Furhat during the interaction. Images to the left show
various positioning of gaze movements of the robot in accordance with the conversation flow (consent has been provided my the participants to use the
images from the experiment for publishing purposes with faces being swapped/anonymized.)

III. HUMAN TO ROBOT INTERACTION SETUP

This section describes the implementation of our system
that enables real-time gaze interaction with a social robot
head. Furhat1, is an anthropomorphic robot equipped with
a Software Development Kit (SDK), which provides tools
tailored conception, deployment, and analysis of applica-
tions. It features a biomimetic neck design facilitating lifelike
head movements, comprehensive control over facial expres-
sions, gestures, and ambient lighting. The platform supports
customization, enabling adjustments to facial characteristics,
ethnicity, gender, multilingual modality, and even species,
with adaptable faces securely attached through magnetic
mechanisms.

The primary components of Furhat’s programming infras-
tructure encompasses development of skills using Kotlin API,
with integration into python for object detection. The skill
framework constitutes an advanced layer building upon rudi-
mentary I/O capabilities, allowing Natural Language Under-
standing (NLU), dialog management, multimodal utterances,
interaction logging, and the incorporation of Graphical User
Interfaces (GUI). The facial behavior is controlled by a 3D
face model which is similar to that of virtual agents.

The robot can execute rapid gaze shifts through digital
animation and incorporates physical servos in its neck to
mimic head movements. Convincing neck and eye gaze
behavior are crucial for our specific task, where users are
expected to assess the robot’s visual behavior. The robot
achieves precision in looking at various parts of the lab by
standing in the fixed position, and is calibrated to ensure
accurate gaze shifts towards specific locations.

A. Interaction session

The experiment is a within-subject design where the par-
ticipants interacted with the robot in 3 consecutive sessions.
The social robot displayed three variations of gaze behavior:
neutral, experimental and random (see section IV-B for
details). The participants had zero exposure to the robot
prior to the experiment. The social interaction sessions lasted
about 30-40 minutes. Each session was programmed to take
up to 10 minutes where the robot asked questions and the

1https://furhatrobotics.com/

user was requested to briefly answer at their own pace while
the robot maintained expressive gaze movements throughout
the experiment. Finally, at the end of each session two
questionnaires were provided to measure user engagement
and perception of the robot.

B. Participants

21 participants between the age of 25 to 48 with the
average age of 36.5 years were recruited (M=13; F=7; Non-
Binary=1). They were either first or second language English
speakers, with a minimum of undergraduate education. Prior
to the main session we conducted a pilot study on 5 indi-
viduals. At the beginning of the session, participants were
presented with information about the study and provided
their informed consent. The study was approved by the
Swedish Ethical Review Authority2.

IV. EXPERIMENT AND EVALUATION

The participants were seated approximately 150 cm away
from the robot. The user and Furhat, were centrally aligned.
We adjusted the participants’ sitting height to guarantee that
their eyes are approximately the same level as the robot’s
eyes. Our baseline condition is using continuous eye contact
as similar to gaze behavior always used in existing robotic
systems: the robot attends to users’ face when they are
facing towards the robot. The gaze shift is generated via
eye movement. The robot’s neck moved to track the user
during the experiment along with their gaze. Furhat’s blink
was consistent across all experiments.

Prior to the study, the experimenter explained the purpose
and procedure of the study to the participants. The entire
experiment lasted for around 30 minutes per participant.
During each session, the participants had three interactions
with the robot (one in each of the gaze behavior conditions;
neutral, experimental and random, with the order randomized
between participants). In each interaction, the participants
were asked to answer six unique questions. After each
interaction, each participant filled in a questionnaire to assess
their perceptions of the robot’s behavior. The Perception

2https://etikprovningsmyndigheten.se/, 2023-03044-01.



Fig. 3. Questionnaire Analysis. Plot 1: Perception Questionnaire, Plot 2: User Engagement Scale

Questionnaire consists of questions to assess users’ percep-
tions of the robot’s anthropomorphism, animacy, likeability,
intelligence and safety, with each of these factors based on 3
to 5 sub-questions rated on a five point Likert scale (e.g. the
subscales related to anthropomorphism included items such
as rating the robot on a scale that ranged from ‘fake’ (1) to
‘natural’ (5) and ‘artificial’ (1) to ‘lifelike’ (5).

After all three interactions, the subject filled in a user en-
gagement scale questionnaire about their overall experience
and feedback. This questionnaire consists of 12 statements to
be assessed in a 5 point Likert scale from “strongly disagree”
(1) to “strongly agree” (5), with each statement relating to
one of four factors. The four factors are ‘Focused Attention
(FA)’, ‘Perceived Usability (PU)’, ‘Aesthetic Appeal (AE)’,
and ‘Reward Factor (RF)’ [24]. Examples of items relating
to perceived usability for example, are ‘I felt frustrated while
talking to Furhat.’ and ‘I found Furhat confusing to use.´

Furhat, first greeted the participants and asked them open
ended unique questions during each session which were
consistent across subjects. There were a total of 18 questions
and the robot answered these questions briefly as well while
the interactant was asked to observe the naturalistic behavior
of the robot.

A. Measures

Users’ subjective understanding of each interaction was
assessed using the responses to the perception questionnaires.
We further assessed users overall experience by analysing the
responses to the user engagement scale. For both of these
scales we use only average figures aggregated over the sub-
items for each factor.

Figure 3 (Plot-1) represents the analysis of a Percep-
tion Questionnaire comparing ratings across different at-
tributes (‘Anthropomorphism’, ‘Animacy’, ‘Likeability’, ‘In-
telligence’, ‘Safety’) under the three experimental conditions:
‘Neutral’, ‘Experimental’, and ‘Random’.

B. Event Attention Interface

In the neutral condition the system tracks the face with
the users movement and blinks at regular intervals similar
to the other conditions but does not react to the user’s gaze.

Instead the robot’s attention was directed towards the user’s
face position. A wait key was initialized in all conditions in
case of delayed response from the user. In case of no reply,
the robot repeated the question and if the user did not want
to share or answer during the conversation, by default Furhat
moved on the next question after a bridging sentence. This
paradigm was to make sure the conversation flow did not
affect the perception of the robot since the main focus in to
access the non-verbal cues.

In the experimental condition, the gaze patterns were
dynamically programmed so as to follow the verbal cues
with semantic and pragmatic information, in line with evi-
dence from gaze research in human-human interaction. The
completion of the syntactic unit by the user was a cue to
break mutual gaze, while the end of sentence completion
of the robot was a cue to move gaze back to the listener
which are cues for turn-yielding and turn-holding [25]. Gaze
aversions are used to reduce cognitive effort and modulate
intimacy, hence the robot looked away during the speaking
turn [26]. During a longer speaking turn, the robot looked
away in the environment for one second before (randomly
initialized) to avoid eerie mutual attention (figure 1, block
4) [13]. In order to avoid overlap, if the participants began
speaking before or after turn completion, Furhat paused until
the user finished their turn.

In contrast, the random condition was designed to ran-
domly trigger the gaze of the robot without any predeter-
mined contextual padding. In this case we implemented the
same basic gaze movements as in the experimental condition,
but the initiation of the gaze behaviors was not directly tied to
the interactive context. For example, gaze could be directed
towards the environment (and away from the speaker) during
a users speech, towards the speaker for an indefinite length
of time or the robot could appear to look away in the middle
of a sentence.

In order to understand and visualize the dynamic gaze
events in random and experimental conditions we utilize the
Event Attention Interface (EAI). Figure 1 shows the platform
of the robots interface, indicating the attention on the user to
the left. The graphical representation depicts the generated



gaze behavior of Furhat during interactions and also the
status of users gaze focus on or away from the robot. During
the transitions, the robot maintained mutual attention towards
the user while they glanced away frequently. Similarly, the
robot actively broke the eye contact when the user looked
steadily at the robot.

V. QUESTIONNAIRE ANALYSIS

Participants’ feedback on the overall interaction experi-
ence and the impression of the robot is presented in figure 3.

Attributes Comparison: The graph in figure 3 plot 1
shows the average ratings for each attribute across the three
experimental conditions.

As can be seen in figure 3, the experimental condition,
based on human gaze behavior, consistently leads to higher
ratings across all attributes, suggesting that the experimental
natural gaze manipulations positively impact user percep-
tions. The random condition generally falls below the experi-
mental condition but shows comparable ratings to the neutral
condition. This might indicate that random gaze factors have
a less pronounced impact on perceived attributes.

We ran a series of Generalized Linear Mixed Models
(GLMMs) with each of the five attributes as dependent
variable, gaze pattern type (neutral, experimental or random)
as independent variable, participant ID as a within-subject
factor and age and gender as random effects. Post hoc pair-
wise comparisons were carried out in the case of significant
effects to identify which differences were significant.3

For anthropomorphism, there was a significant main effect
of gaze pattern type (F2,60 = 5.681, p= 0.006). Post hoc pair-
wise analyses showed that the rating for anthropomorphism
was significantly higher in the experimental than random
condition (t = 3.36260, p= 0.001) and marginally higher than
the neutral condition (t = 1.89560, p = 0.063). Neutral and
random conditions were not significantly different from eah
other (t = 1.4660, p = 0.148).

For animacy, there was a significant main effect of
gaze pattern type (F2,60 = 15.666, p < 0.001). Pairwise
tests showed that animacy was rated significantly higher
in the experimental condition than the neutral condition
(t = 3.28360, p = 0.002) and the random condition (t =
5.56860, p < 0.001). Furthermore, the neutral gaze pattern
was rated as significantly more animated than the random
gaze pattern (t = 2.28460, p = 0.026).

There was also a significant main effect of gaze pat-
tern type on likeability (F2,60 = 8.183, p < 0.001). Like-
ability was rated significantly higher in the experimental
condition than both random (t = 3.99060, p < 0.001) and
neutral (t = 2.57260, p = 0.013). Likeability was not rated
significantly differently in the random and neutral conditions
(t = 1.41960, p = 0.161).

The same pattern of effects was found for the ratings of in-
telligence, with a significant main effect of gaze pattern type
(F2,60 = 8.183, p < 0.001), a significant difference between

3All statistical analyses were run using SPSS 28. The models use a linear
model with a normal distribution.

the experimental and random (t = 3.88360, p < 0.001) and
experimental and neutral (t = 2.14260, p = 0.036) conditions
and no significant difference between random and neutral
gaze patterns (t = 1.69160, p = 0.096).

There was no significant main effect of gaze pattern on
participants’ perceptions of safety (F2,60 = 1.485, p = 0.235).

With the exception of safety, therefore, user’s perceptions
of the robot were higher for all our measured attributes in
the experimental condition than in the other two conditions,
highlighting the importance of gaze behavior in users per-
ceptions of a social robot in interaction.

User Engagement Scale: Utilizing a structured User En-
gagement Scale (fig 3, plot 2), four key aspects were exam-
ined: ‘Focused Attention,’ ‘Perceived Usability,’ ‘Aesthetics,’
and ‘Rewarding.’ Each aspect was assessed based on user-
provided ratings, and the mean values were calculated to
discern the overall perception of users. Each of these contain
three sub-statements. Participants expressed a moderate level
of engagement in terms of focused attention (Mean Value =
3.19). Perceived usability and aesthetics yielded a moderate
mean value of approximately 2.84 & 3.0. This indicates
a generally satisfactory level of usability, hence requires
potential enhancements in the user experience. The aspect
of ’Rewarding’ exhibited a relatively higher mean value of
approximately 3.5 where participants found the interaction to
be rewarding, indicating a positive and fulfilling experience.
Note that as we only asked our subjects these questions once
after all three of their interactions, further between-subject
experiments are needed to assess whether these engagement
factors are also positively impacted by more human-like gaze
behavior in the robot.

VI. DISCUSSION

This study highlights the importance of human-like gaze
behavior in positively influencing user perceptions, especially
in the context of an anthropomorphic social robot. Tying the
gaze behavior to the context of the interaction in progress, by
looking away and returning the gaze to the interlocutor in line
with how humans tend to do this in relation to turn-taking
interaction and not continually gazing at one’s interlocutor
as is often the case in social robots, positively impacts
on participants’ perceptions of anthropomorphism, animacy,
likeability and intelligence, but has no impact on participants’
perceptions of safety. Perhaps surprisingly there was no
difference in participants’ perceptions between the neutral
and random conditions, except in the animacy case where
the neutral gaze behavior (which does not vary as much)
was rated as more animated than the random gaze behavior.
This suggests that care must be taken when implementing
particular behaviors in social robots as bad algorithms might
actually be worse than doing nothing.

One factor we have not yet addressed in this research is
the question of how people’s perceptions of robots evolve
over repeated interactions, which requires the creation of
measurement methods suitable for extended evaluations.
Currently, assessing people’s views of robots heavily relies
on questionnaires and interviews, which come with inherent



limitations [27], [28]. Firstly, these tools only reflect an
individual’s viewpoint at a particular instance, making it
challenging to link shifts in perception to specific interaction
moments. Secondly, for an accurate longitudinal assessment,
multiple evaluations are necessary. Yet, repeatedly com-
pleting questionnaires disrupts the natural interaction with
the robot, potentially reducing engagement and task perfor-
mance. Lastly, relying on self-reported measures introduces
biases; individuals might recall previous responses, leading
to response fatigue or inadvertently revealing experimental
objectives. In future work we will address these questions
by analysing the videos of the interaction to try to discover
if there are behavioral cues from the users (e.g. smiling,
verbal and non-verbal feedback) which are correlated with
their reported perceptions of the interactions.

The study could also benefit from qualitative data to
complement quantitative ratings, providing deeper insights
into users’ subjective experiences. Therefore, to effectively
analyze how perceptions of robots change over time and
connect these changes to specific robot actions, there’s a need
for more subtle and continuous assessment methods.

Developers can leverage the insights gained from this
analysis to prioritize elements such as gaze that enhance
anthropomorphism and animacy in similar systems. In con-
clusion, the analysis provides a nuanced understanding of
how different experimental conditions impact user percep-
tions across multiple attributes, offering valuable insights for
both researchers and practitioners in the field.
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